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Abstract. Neighborhood-based approaches remain widely used techniques in
collaborative filtering recommender systems due to their versatility, simplicity,
and efficiency. Traditionally, these algorithms consider similarity functions to
measure how close user or item interactions are. However, their focus on cap-
turing similar tastes often overlooks divergent preferences that could enhance
recommendations. In this paper, we explore alternative methods to incorporate
such information to improve beyond-accuracy performance in this type of rec-
ommenders. We define three mechanisms based on various modeling assump-
tions to integrate differing preferences into traditional nearest neighbors algo-
rithms. Our comparison on four well-known and different datasets shows that
our proposed approach can enhance the novelty and diversity of the recommen-
dations while maintaining ranking accuracy. Our implementation is available at
https://github.com/pablosanchezp/kNNDissimilarities,
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1 Introduction

Motivation. Collaborative Filtering (CF) techniques are some of the most well-known
approaches in recommender systems. These models analyze the user-item interactions
in a system by establishing patterns between them in order to make personalized rec-
ommendations. Traditionally, CF algorithms are categorized in two different families:
memory-based (or k-nearest neighbors, KNN), that generate recommendations by com-
puting similarities between users and/or items [14] and model-based, that create a pre-
dictive model by approximating the interactions between the users and the items avail-
able in the system [S§]].

Model-based methods are currently the most widely used CF techniques due to the
advances produced in both neural networks [3l11] and matrix factorization (MF) [5/9]
approaches. Although these models perform well in top-n recommendation, they have
notable drawbacks, including a lack of explainability and the need for many parameters
to train the algorithms. In contrast, kNN approaches provide recommendations based
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on similarities between users/items. These methods are highly explainable, especially
when compared to latent factors models [3/4], and flexible, being able to incorporate
contextual information such as time or geographical location [25l27]. Although ANN
algorithms are not always the most effective models, they are still considered strong
baselines, being able to outperform recent neural network models [2]. Additionally,
designing recommenders that perform well simultaneously in accuracy, novelty, and
diversity is challenging, leading to the “accuracy-diversity” dilemma or tradeoff [6/12].

Open issues. The traditional collaborative filtering kNN schema focuses on exploiting
the ratings of those users (or items) with the most similar behavior to the target user (or
candidate item). Although previous works have shown that being restricted to this in-
formation is effective, the ratings of other users or items might also provide valuable in-
sights to enhance the recommendations. Improving diversity and novelty in these meth-
ods, while maintaining accuracy, is challenging. This aligns with the accuracy-diversity
dilemma acknowledged by the community, as previously discussed.

Our contributions. We explore the role that distant or dissimilar neighbors might have
on the recommendations. Hence, we expand the traditional nearest neighbors models,
not only to exploit the interactions of the users that are most similar to the target one,
but also use the interactions of those other users that differ from her. First, we de-
fine how “dissimilar neighbors” can be incorporated into the recommendation process
and combine them with classical neighborhood approaches to perform the final recom-
mendations. We also propose metrics to capture the concept of “dissimilarity” between
users, which will give higher values to those users who have rated the same items with
disparate ratings, as this is interpreted as an evidence of differing preferences.

Therefore, the main contributions of this work are threefold: (i) three proposals for
user similarities that capture when two users exhibit differing preferences (dissimilarity
metrics); (ii) three schemes to integrate this information into a nearest neighbor formu-
lation (neighbor models based on dissimilarities); (iii) and experimental evidence with
four real-world datasets where the proposed models improve beyond-accuracy metrics
without compromising their overall accuracy.

2 Exploiting dissimilarities in neighbor-based recommendation

The underlying assumption of traditional user-based (UB) nearest-neighbor recom-
menders is that preferences for a user could be predicted by taking a weighted mean
among those users with higher (positive) similarities, and whose weights depend on
predefined similarity scores that account for correlations or trends between users in the
community [[14]. A similar rationale is applied for the item-based (IB) scenario, where
similarities between items are computed instead.

Although previous works have shown that being restricted to this information is ef-
fective, the ratings of the rest of the users (or items) might also provide valuable insights
which could be used to improve our recommendations. For instance, knowing the most
dissimilar users may help us discover which items are not interesting for the target user.
In fact, our proposal is related to the idea of “dissimilarity” defined in [[18119]], where the
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authors obtained promising results by increasing the diversity of the recommendations
at the expense of obtaining a lower accuracy using a k-furthest neighbor algorithm. At
the same time, it resembles the neighborhood-diversification from [24/26], where Yang
et al. and Zanitti et al. defined a function to balance the diversity of a set of neighbors.

Nonetheless, in the approach we present next, we do not limit our models to ex-
ploit either the most similar or dissimilar neighbors. Instead, we present combination
strategies that consider both neighborhoods to maximize the trade-off between recom-
mendation accuracy and other dimensions like novelty and diversity. As we shall see
later, these methods yield positive results.

Neighbor models based on dissimilarities. To improve novelty and diversity, we pro-
pose three neighbor models that exploit similar and dissimilar neighbors (users or items)
according to different hypotheses. They share the following formulation, borrowed from
the traditional UB model (the item-based variation would be equivalent) [[14]:

$(u, i3 A, 7, 0) = aggy (5% (u, 45 A, 7), 57 (u, 1));
§i(u7i; )\7’7) = ZveN{f ()‘w;r'u + ’Yw;v) *Twis (l)
s (U,Z) = ZUGN; Wy * Twi

where w;f, denotes classical similarity metrics between users u and v and wj,,, repre-
sents the dissimilarity metrics we introduce in the next section. agg, is an aggregation
function and N, or N, denote the neighborhoods computed either with w, or w,, .

It is important to note that none of these proposals increase the computational com-
plexity of the classic neighbor-based model.

— Our first proposal for neighbor model (nndiv) only uses the nearest neighbors of a
classic neighborhood-based approach, but considering both the similarity and dis-
similarity scores of every neighbor with respect to the target user or item. By doing
this, we are not considering dissimilar neighbors, but include in the prediction for-
mula the dissimilarity of close neighbors, so their differing stances with respect to
the target user/item are taken into account. Hence, aggy(a,b) = a, A =1,y = 1.

— Our second proposal for neighbor model (inds) fuses the scores of near and far (dis-
similar) neighbors independently; thus, agg,(a,b) = a+ 0b,A =1,7v=0,0 € R.
In this case, differing preferences are integrated by computing two neighborhoods
independently, which may be completely different, and combine the prediction at
the score level.

— Our last proposal (indr) is an extension of the previous neighbor model, but in-
tegrating the preferences at the last step of the recommendation (ranking level)
instead of when computing the score. Thus, we generate two different recommen-
dation rankings, one obtained with a classic neighborhood and another with dissim-
ilar neighbors; these rankings are later combined using ranking fusion techniques
[10]. This is equivalent to using a rank aggregation function as agg,.

Dissimilarity metrics. In our proposals for neighbor models, we need to discover dis-
similar users or items with respect to a target user or item. Now we propose three met-
rics that exploit how differing or dissimilar neighbors should be captured. We focus on
users, but item dissimilarities could be defined in the same way.
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Table 1. Final statistics of the datasets used in the experiments.

Dataset Users Items Ratings  Sparsity (%) Rating scale
Mov20M 138,493 26,744 20,000,263 0.53998 [0.5-5]
GReads 18,892 25,475 1,378,033 0.28633 [0-5]
Vinyls (5-core) 75,258 64,443 1,097,592 0.02263 [1-5]
Lastfm 1,892 17,632 92,834 0.27828 [1-5]

— First, we propose to compute the average difference in ratings between the items
consumed by both users (rat-diff). Here, a large value of this metric represents high
discrepancies between the two users, understanding that two users have differing
views if their ratings/scores are as different as possible. However, as we want this
function bounded in the [0, 1] interval, we average the inverse of the rating differ-
ences and return 1 minus the inverse of the previous score:

Simrat—diff(“7 1}) =|1- |111w‘ . Z |rm- — 11“1”‘ 1 2)
i€y
where I,,,, represents the items consumed by both users v and v, and 7,; is the
rating of user u for item .

— Asnoted in the field [13]], some users rate few items, while others have many inter-
actions. To emphasize users who rate a larger set of common items differently, we
apply a penalty factor using the Jaccard index on top of the previous metric (rat-
diff). By doing this, we assume that two users have differing views if their ratings
are different and the support of these differences is large (rdsupp):

Simrdsupp(uv v) = simpu¢_qiff(u, v) - % 3)
— Our third approach (bin-sets) separately considers items rated positively (1,7, I.V)
and negatively (I, I) by each pair of users v and v. Here, two users have dif-
fering views if one likes what the other dislikes, and viceversa. Hence, we take a
binary perspective of preferences. A user scores an item positively if it exceeds a
positive threshold 6+ (I} = {i € I,|r,; > 6}) and negatively if it is below a
negative threshold 6~ (I, = {i € I,|ru; < 6~ }). The final formulation of this
metric is as follows:

\LF NI |+ |1, NI

Simpin_gets (4 V) = 15Ul |+ |1 Ul “

3 Experimental settings

Datasets and split partitions. We report experiments on the following four datasets:
Movielens20M (MOVZOMﬂ Goodreads spoilers (GReadsﬂ CDs and Vinyls (Vinyls,
from Amazonﬂ and HetRec Lastfm (Lastfmﬂ We select these datasets because they

Movielens20M dataset: https://grouplens.org/datasets/movielens/20m/
GoodReads spoilers dataset: https://cseweb.ucsd.edu/~jmcauley/datasets.html#spoilers
Amazon CDs and Vinyls dataset: https://nijianmo.github.io/amazon/index.html

4
5
6
7 HetRec 2011 Lastfm dataset: https://grouplens.org/datasets/hetrec-2011/
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belong to different platforms and domains, from movies, books, and music. Their statis-
tics are shown in Table |1| where we observe that there is a great variety in the number
of users, items, interactions, and sparsity. We should note that on the CDs and Vinyls
dataset we apply a 5-core forcing each user/item to have at least 5 interactions. For the
Lastfm dataset, as it contains just the number of listenings per artist, we transform that

implicit information to explicit ratings as follows: r,; = round 42“:) + 1, where [,;

is the number of listenings from a specific user u for an artist ¢, and L,, is the maximum
number of listenings from that user.

For all datasets, we perform the experiments using a global partition, in which we
randomly split 80% of all interactions in each dataset as the training set and the rest
as the test set. We follow the Trainltems methodology [[17]], in which we consider as
candidate to be ranked every item the target user has not rated previously in the training
set. In all cases, we classify as relevant any item the user rated in the test set with at
least a value of 4, as the maximum rating is 5 in all datasets.

Evaluation metrics. Recommendation quality is measured in terms of ranking accu-
racy using nDCG, novelty (i.e., recommending less popular items to users) in terms of
Expected Popularity Complement (EPC) [21], and diversity measured using Gini and
Item Coverage (IC, number of different items recommended to the user) [22]. While we
acknowledge other dimensions (such as serendipity) or definitions of these metrics are
available (see [1121]), we leave an analysis of those alternatives as future work.

All metrics are reported using a cutoff of 5. We also measure User Coverage (UC,
percentage of users to whom we are able to perform a recommendation). Higher values
imply a better performance of the recommender. This includes the Gini coefficient, for
which we adopt the complement of the standard definition, as in [22]. For nDCG and
EPC, we check whether the differences between systems are statistically significant
using a one-tailed paired t-test with p < 0.05. As they provide a single global value for
every system, statistical significance could not be computed for Gini, UC, and IC.

Recommendation methods. We report the following algorithms covering several rec-
ommendation families, to obtain a representative picture of the state-of-the-art: (i) Pop,
recommends the items that have been consumed by the largest number of users. (ii) UB,
pure non-normalized user-based neighborhood that recommends items that other sim-
ilar users rated before [[14]. (iii) IB, pure item-based neighborhood with a similar for-
mulation to the UB model [[14]. (iv) HKV: matrix factorization algorithm that uses Al-
ternate Least Squares for optimization (from [3]]). (v) BPRMF, Bayesian Personalized
Ranking (a pairwise personalized ranking loss optimization algorithm) using a matrix
factorization approach (from [[16]). (vi) EASEr, Embarrassingly Shallow Autoencoders
for Sparse Data from [20]. (vii) RP3p3, graph-based method from [15]].

Against the UB and IB algorithms, we shall compare our proposed variations de-
fined in Section (KNNypndivs KNNings, and kNNj,qr, where kNN is either UB or IB).
These approaches obtain the recommendations according to different neighbor models,
either using UB or IB as base formulation, together with user/item dissimilarity metrics,
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Table 2. Performance results in terms of nDCG@5 for all the recommendation algorithms in
the four analyzed datasets. The best result is shown in bold, underlined the best kNN. Statistical
improvements (one-tailed t-test p < 0.05) w.r.t. Pop, UB, IB, HKV, BPRMF, EASEtr, RP3 3 are
superscripted with a, b, ¢, d, e, f, and g respectively.

Datasets Pop(®) uB(® 1B(®) HKV(® BPRMF(®) EASEr(¥) Rp33(®
Mov20M  0.126 0.300%°¢9  0.205%¢ 0.3122%¢¢9  0,182¢ 0.3194%¢de9  (.260°¢
GReads 0.024 0.099%¢  0.114°%¢f9 0.1042%¢f9 0.050¢ 0.081%¢ 0.097%¢f
Vinyls 0.003 0.068°°4f9 0.05629¢f9 0.054%f9 0.029* 0.052%¢9  0.037%°¢
Lastfm 0.096 0.278%°°9  0.222% 0.306%°¢9  0.224% 0.308°¢¢9  0.201®

Table 3. Performance of our kNN variations based on dissimilarities. Best results in bold, and *
indicates significant gains with respect to the kNN baseline (one-tailed t-test p < 0.05).

Dataset Rec nDCG EPC Gini IC ucC Dataset Rec nDCG EPC Gini IC UucC

Mov20M KNN/UB 0.300 0.772 0.004 4.8% 100% Vinyls kNN/UB 0.068 0.998 0.078 37.9% 99.99%
kNNpnaiv 0.301  0.772 0.004 4.7% 100% kNNnnaiv 0.068  0.998 0.076 37.1% 99.99%
kNNinas 0.304* 0.783* 0.005 5.4% 100% kNNings 0.069 0.998 0.075 37.1% 99.99%
kNNinar 0282 0.763 0.004 4.3% 100% kNNinar 0.062  0.998 0.085 41.6% 99.99%

GReads kNN/IB 0.114 0.974 0.081 36.2% 99.38% Lastfm kNN/UB 0.278 0.890 0.007 4.3% 99.89%
kNNnndiv 0.119* 0.976* 0.086 37.1% 99.38% kNNpnaiv 0.279 0.891 0.007 4.2% 99.89%
kNNinas  0.115 0.974 0.080 36.0% 99.38% kNNinas 0.281 0.891 0.007 4.3% 99.89%
kNNinar 0.102 0.970 0.081 37.5% 99.38% kNNinar 0.268 0.887 0.006 4.0% 99.89%

as defined in Equations l and We used grid search for hyperparameter selectimﬂ

optimizing nDCG@5.

4 Results

Performance comparison of baseline models. Table [2|shows how the recommendation
algorithms compare against each other in terms of nDCG@5. We observe that, despite
their simplicity, kNN approaches obtain competitive results in every considered dataset.
In fact, in GReads and Vinyls they achieve the best performance, and these improve-
ments tend to be statistically significant. It should be noted that UB outperforms IB in
three out of the four datasets (all except GReads). Because of this, in the rest of the
experiments we shall use in each dataset the best kNN approach and its corresponding
variations.

Beyond-accuracy performance of dissimilarity-based neighbor models. Table |3|com-
pares how our dissimilarity-based neighbor proposals allow to improve novelty and
diversity metrics with respect to the baseline methods (either classic UB or IB), while
keeping the same accuracy levels or slightly better. We observe that among our three
proposals, KNNj,qs is the one that in general obtains a better result both in terms of ac-
curacy and in terms of novelty and diversity, in some cases far surpassing the pure UB
algorithm, as in Mov20M (where the difference is actually statistically significant). Our
kNN, ndiv proposal also achieves improvements, especially in GReads where diversity,
measured with Gini, is improved by a 6.2%, and novelty, measured with EPC, rises by

8 For the sake of space, tested and optimal parameters are included in the code repository, avail-
able at https://github.com/pablosanchezp/kNNDissimilarities.
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Table 4. Performance results for the different dissimilarities. Best results in bold.

Mov20M GReads Vinyls Lastfm
Rec nDCG EPC Gini nDCG EPC Gini nDCG EPC Gini nDCG EPC Gini
kNN 0.3003 0.7721 0.0045 0.1140 0.9741 0.0810 0.0683 0.9982 0.0780 0.2778 0.8901 0.0070

ENNi g (rat-diff) 0.3019 0.7818 0.0053 0.1134 0.9741 0.0806 0.0665 0.9986 0.1163 0.2799 0.9088 0.0117
kNNi, g5 (rdsupp) 0.3025 0.7792 0.0051 0.1145 0.9745 0.0821 0.0686 0.9982 0.0750 0.2807 0.8912 0.0072
ENNj,qs (bin-sets) 0.3039 0.7832 0.0053 0.1148 0.9743 0.0799 0.0684 0.9982 0.0767 0.2802 0.8907 0.0071

a 0.2%, while nDCG accuracy increases (significantly) by 4.4%. This shows that com-
bining dissimilarity models with classical neighborhood approaches may improve the
recommendations in multiple dimensions.

Dissimilarity definition comparison. We now study in Table [4] the effectiveness of the
three dissimilarity metrics proposed in Section |2} We limit this analysis to the kNNjy 45
model, as it achieves the best results in our previous analysis. A first observation high-
lights that all dissimilarities are able to improve the baseline in terms of nDCG, EPC,
and Gini. Vinyls and GReads are the only datasets where this does not occur in all the
cases. When comparing these metrics, there is not a clear winner on accuracy for this
neighbor model. However, rat-diff stands out in both novelty and diversity, achieving
the best EPC and Gini results in 3/4 datasets. Considering its nDCG results, this similar-
ity combined with the kKNNj,qs model provides the best combination between accuracy
and beyond-accuracy effectiveness of all the neighbor models.

5 Conclusions and future work

This paper presents various approaches to exploit dissimilarity metrics in neighborhood-
based recommendations, proposing hypotheses on identifying and integrating dissimi-
lar users or items. In the reported results, we always obtain an improvement in novelty
and diversity with respect to the corresponding nearest neighbor approach, and in some
cases better (or at least, equal) performance in terms of accuracy.

Nonetheless, we believe there is still room for improvement. One of our main lim-
itations is that our approaches have only been evaluated in rating-based datasets. As
future work, we would like to adapt these approaches to an implicit information envi-
ronment to analyze their potential. Besides, other definitions of dissimilarities might be
defined by incorporating contextual information such as sequentiality and time, as well
as item characteristics like genres, sentiments, tags, etc. [23]]. Additionally, we aim to
enhance the results with other novelty and diversity metrics that utilize this item content
information [[1i21]], and through re-ranking approaches, that have been used in the past
to diversify user recommendations [7].
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